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FROM TO
* Unstructured text * Probability distributions
Semi-structured * Info. retrieval models

Structured databases + Language models

Link patterns » Relational databases

Usage patterns « Semantic networks



Effect of large corpus size

Banko & Brill, 2001




Queries containing “eclipse” Queries containing “world series”

Queries containing “full moon” Queries containing “summer olympics”

Queries containing “watermelon” Queries containing “opteron”



Spelling model from usage patterns

Searching for Britney Spears...



Suggestions



Extraction and remixing



Extraction from semi-structured text



Extraction from semi-structured text



. Filter HTML, break text into sentences, and
mark POS with tagger (Brants’ TnT).

. Match sentences against patterns like
... C['such as” | “including”] N ...

. Retain (N isa C) if C is simple, ends in a plural
noun.

. Discard noisy data; regularize over names.

. Plug (N isa C) pairs back into text to find new
patterns. lterate.



-Hybrid cars: Toyota Prius, Honda Insight

-High-speed networks: ATM, Gigabit Ethernet, B-
SDN, Myrinet, Frame Relay, Fast Ethernet, ...

Rappers: Eminem, Jay-Z, Nas, Dmx, Snoop
Dogg, Dr. Dre, Ja Rule, Mos Def, Nelly, 50-cent

Anti-depressants: Prozac, Zoloft, Paxil,
Wellbutrin, Effexor, Elavil, Luvox, SSRiIs, ...



Data: aligned parallel corpus
Model:

Training: maximize BLEU scores directly
Inference: beam search
Evaluation: BLEU



* Model features (4,):
— All based on word][i..j] statistics

* Not used:
— Syntax: parser, chunker, POS tagger
— Semantics: Wordnet, ontologies
— Annotated data: TreeBank, FrameBank
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|t is noteworthy that the Security Council is the only authorized to
Impose sanctions against North Korea, which warned that it would
consider sanctions a declaration of war.

« Cyprus has been divided into two parts since the year 1974 when the
Turkish army invaded the northern third of the island in response to a
coup by Greek nationalists with the aim of annexing the island to
Greece.

[t is worth mentioning that Iran, which fought a war against Iraq lasted
eight years (1980 - 1988) opposes American military attack on Iraq,
which Washington accuses of possessing weapons of mass
destruction and that it was linked to terrorism.




+ HEHXEITRE4A158B (EE#ERE) RFI LS HEBD/R-FGEE15

BELE SR GTHEEESHSERESITTRIR, WAL THRERES
MEHAR, Rl S EsiBM=ERE URRUNFA R Z KD

F R,

» FFILERKE, BY/REFER KPR EESEEL ENSHE

BEREITEREIMAEE, AN, HMNREFEFF—RKANNE.,”

- ftiigH, RAAUBIMNE SO ESETER T HE, (FIEERESHE

ANLLE, Rl LUK A0 #EA2 AY (6] &L,



Xinhua News Agency, Damascus, April 15 (Reporter Gong Zhenxi) Syrian
President Bashar Assad 15th here with visiting US Secretary of State Colin Powell
held talks, the two sides discussed the latest development of the situation in the
Middle East, especially the serious situation in Palestine and the tension in the
border region between Lebanon and Israel and other issues.

According to the Syrian News Agency, President Bashar during the talks, said: "In
the incident to the Palestinian (Middle East) peace process into a dead end, if not
realize that this is happening may not be able to restore to the extent that time, we
can only wait for the generation of time."

He pointed out that only in the Israeli withdrawal from the occupied Palestinian
territories, stop massacre of Palestinians, can talk about the peace process.



Results, NIST competition
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Five-gram language model, no count-cutoff,
integrated into search



Questions?



sean-
penn

madonna






Data: Billions of short word subsequences

Model: Noisy-Or Bayes Net
— Millions of terminal nodes (words)
— 100,000s of non-terminals (topics) (Sparse.)

Training: EM
Inference: Greedy Deterministic Sampling
Evaluation: 7?7


















