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The Internet is now central to a huge amount of our economy, and yet we are unable to 
depend on its continued and smooth operation. For some kinds of failures, the Internet 
has proven to be extremely robust. It has survived hurricanes, earthquakes, tunnel fires, 
and terrorist attacks with only temporary and partial loss of end-to-end connectivity. At 
the same time, other, seemingly trivial failures are able to disrupt the Internet largely 
without bound. This is because a fundamental assumption underlying the design of many 
Internet protocols is that systems are fail-stop – they completely and detectably stop 
working when they fail. Not all failures are so clean. Implementation bugs, configuration 
mistakes and malicious attacks may cause systems to obey the syntax of a protocol but in 
fact be behaving incorrectly, in ways that undermine the Internet’s operation.  These ar-
bitrary failures occur with a surprising regularly and, unlike simple failures, can cascade 
through the system with serious consequences to parties not at fault.  In one recent exam-
ple, widespread outages were triggered because one vendor’s BGP implementation ig-
nores but propagates incorrect route announcements, while another vendor’s routers ter-
minate any BGP session propagating an obviously incorrect announcement. Over the past 
few years, operator errors in the form of router configuration mistakes have led to several 
spectacular disruptions to Internet connectivity.  As a further example, the CodeRed and 
Nimda worms triggered previously unknown BGP instabilities. To put these incidents in 
perspective, consider that each of them arguably caused a more serious Internet outage 
than the September 11 terrorist attacks in which a vast amount of connectivity through 
New York City was severed by the collapse of the World Trade Center. 
 
We argue that a key research challenge is to design network protocols and distributed 
systems that are as robust against arbitrary failures as today’s Internet is against fail-stop 
failures. Only by meeting this challenge can we make the Internet significantly more reli-
able. Like simple failures, arbitrary failures will most likely continue to occur as they 
have done in the past; a recent study of the DNS produced the staggering fact that the ma-
jority of queries at a root nameserver were the result of implementation bugs. Yet unlike 
the case for simple failures, there is an almost complete lack of principles and techniques 
to help design protocols that can withstand arbitrary failures. Example principles that 
have proven their worth over time for fail-stop failures include: end hosts are responsible 
for error recovery, failures should be assumed to be the common case, all critical state 
should be “soft” or refreshed periodically, and bad news should be propagated quickly 
while good news should propagate slowly. Compared with this litany of principles, we 
are aware of only a single widely known principle that is even relevant to arbitrary fail-
ures, due to Postel: “Be liberal in what you accept and conservative in what you send.” 
Even this principle is a double-edged sword, promoting interoperability between differing 
implementations at the cost of robustness. Indeed, arbitrary failures are typically ad-
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dressed in an ad hoc manner, as isolated events, and have received little systematic study; 
there are even few example designs of truly robust Internet protocols. 
 
Providing robustness against arbitrary failures will require new research. Established 
bodies of work such as cryptographic security and fault tolerance via consensus are cer-
tainly useful tools to help achieve robustness. But they are not a solution in their own 
right for the arbitrary failures that remain in practice. Consider encryption-based authen-
tication. It is a powerful technique for reducing the scope of problems, as passwords and 
encryption can be used to validate that only authorized users or machines are allowed to 
participate in a protocol.  Even strong authentication, however, leaves protocols open to a 
class of errors. Authentication can demonstrate that the speaker is who they say they are, 
but it cannot answer whether the speaker has been compromised or is simply behaving 
incorrectly.  In the examples given above, problems occurred between properly authenti-
cated hosts and not masquerading intruders. Because of the success of Internet designers 
in addressing fail-stop errors and the widespread use of authentication for critical ser-
vices, the remainder – authorized hosts making syntactically correct but factually wrong 
statements – are a major source of unreliability in the Internet today.   Similarly, Byzan-
tine consensus algorithms are not a solution to our problem. Often it is infeasible to repli-
cate a computation (e.g., packet loss at a router) to obtain consensus, and in any case we 
seek mechanisms that are efficient and proportionate the to danger involved, rather than 
those that require multiple messages to be sent along multiple paths. 
 
Our thesis is that it is possible to design protocols that are robust against these unfore-
seen, arbitrary failures, and that this will require design principles that differ from those 
in use today. Identifying these principles will require the synthesis of knowledge from 
across the domains of networking and systems, software engineering, formal methods, 
cryptography, algorithms, and human factors. The resulting principles must be easy to 
understand, efficient, and scalable, or they will never be used.  In the talk that accompa-
nies this position paper, we attempt to set the stage for those principles based on case 
studies of implementation bugs and Internet router configuration mistakes. We give ex-
amples of problems, examples of solutions, and some early lessons learned. Our case 
studies are encouraging. We find that some of the many “correct” designs for accom-
plishing a given function are less prone to arbitrary failures than others, and that the fail-
ure modes of the more fragile designs are obvious enough in hindsight that they could be 
anticipated. But there will be no magic bullet. Principles to provide robustness in the face 
of simple failures have been formed over the past three decades. Our goal is to develop 
principles for robustness against arbitrary failures that are just as effective. 
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