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Introduction.  The history of computing shows that each generation of systems has been partially or 
totally supplanted by systems that occupied a different point on the price/performance curve, expanding 
the base of possible owners and users.  Mainframes and computer families like the IBM S/360 replaced 
“one of a kind” research systems and made computing part of the corporate culture.  In turn, DEC’s 
introduction of the minicomputer gave laboratory groups direct access to affordable computing.  
Workstations and PCs, driven by the emergence of powerful microprocessors, made computing broadly 
available to individual researchers and consumers.  
 
The common theme across these computing generations has been a dramatic decrease in price, an 
associated increase in performance, and a consequent expansion of the number of units sold.  This 
evolution suggests great opportunities for scaling up, building cost-effective petascale systems scientific 
and computing research, and scaling down, creating ubiquitous sensor networks for pervasive 
environments and environmental monitoring. 
 
Petascale Computing. In high-performance computing, these economics have yielded commodity 
microprocessors, high density memory chips, high capacity disk systems, high performance graphics 
systems, and high-speed network interfaces, and they now make it economically possible to design and 
construct multi-teraflop computing systems. Coupled with explosive growth of Linux and open source 
software, commodity systems have transformed high-performance computing, with deployment of Linux 
PC clusters for scientific computing now commonplace. Game consoles, with price points below $300, 
performance rivaling or exceeding that of PCs, and graphics capabilities recently found only on high-end 
visualization supercomputers, are the vanguard of yet another computing generation – computing on toys.    
 
In March 2001, IBM won the contract to build the processor for the PlayStation3 (PS3), with 
collaborative support from Toshiba, the designer of the PlayStation2 (PS2) Emotion Engine.  Press 
reports suggest that the performance design point for the PS3 is 1000 times that of the PS2 and will rely 
on large-scale parallelism to realize its performance goals. The PS3 development, along with the Blue 
Gene and Blue Light projects at IBM Research, are intended to be the building blocks for petascale 
systems.  Similar opportunities exist using commodity storage components.  Terabyte data systems can be 
assembled for a few thousand dollars and petabyte systems for a few million.   
 
With new price/performance points, designs based on such components could make terascale systems 
available for a few thousand dollars and petascale systems available for a few million dollars.   The 
critical question is how we leverage such components to create usable and effective computing systems. 
Arguably, the United States currently has no active large-scale computer architecture research and 
prototyping projects.  Simply put, we face an architectural crisis, both in software and in hardware.  Key 
challenges include design of hardware and software systems for the torrent of data (i.e., personal 
petabytes are very near), leveraging scalable systems-on-a-chip designs for realistic applications, and 
integrating scalable designs with distributed sensors, networks, and user interfaces. 
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Ubiquitous Sensor Networks.1  The confluence of high-speed wired and wireless networks, mobile 
devices, intelligent environments, high-resolution displays, smart spaces, microelectromechanical 
(MEMS) devices, and embedded real-time systems promises a new model for distributed interaction and 
information sharing.  Imagine a homeland security environment that integrates these components, 
enabling researchers to query and control tools – seismographs, environmental monitors, cameras, and 
robots at remote sites. Combining real-time, remote access to data generated by those tools, along with 
video and audio feeds, large-scale computing facilities, data archives, high-performance networks, and 
structural models, researchers and disaster response teams would be able to improve the design of 
buildings, bridges, utilities, and other infrastructure in the United States.   
 
The computing challenges inherent in developing a distributed sensor infrastructure are both formidable 
and exciting. As examples, new algorithms are needed for solution of complex problems on distributed 
systems.  Data management and analysis techniques for multidisciplinary, multiple petabyte data 
collections will be required, along with commensurate computing capabilities and networks.   Scalable 
visualization techniques are needed for feature extraction and display of complex multidisciplinary 
relationships.   
 
Protocols, standards and interfaces among components will need to be defined and evaluated.  New 
communication protocols, software, and interfaces must integrate high bandwidth wired and wireless 
communication networks, recognizing device heterogeneity, user needs and constraints, and location.  
New interaction metaphors and responsive environments are needed that adapt to the needs and 
preferences of individuals and collaborative groups.  Simply put, seminal contributions from virtually all 
major computer science specializations will be necessary. 

                                                                 
1 Sid Karin, UC-San Diego, and I collaboratively developed many of these ideas and the associated text.  I am indebted to him for 
these insights. 
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