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1 The grand challenge of autonomic computing

Create computer systems as powerful as today’s large enterprise and inter-enterprise
systems that are autonomic, or completely self-managing. More specifically, at every
scale from the enterprise level down to the application and resource (e.g. database and
storage) levels, the computing system should be:

• Self-configuring—capable of configuring itself automatically in accordance with
high-level policies that specify goals rather than means, and supporting automated,
seamless incorporation of new components, and new types of components;

• Self-maintaining—maintaining and adjusting its operation in the face of changing
workloads, demands and external conditions, and availing itself of minor or major
upgrades on the fly;

• Self-optimizing—continually seeking ways to improve its operation, monitoring
itself to identify and seize opportunities to make itself more efficient in terms of
performance or cost; and

• Robust—healing or protecting itself in the face of hardware or software failures of
innocent or malicious origin.

In order to meet the overall grand challenge of autonomic computing, it will be necessary to meet
several significant subsidiary challenges in engineering and science, particularly within the realms
of software architecture and software engineering, programming languages, multi-agent systems,
machine learning, nonlinear dynamics, economics, and human factors. Here is a small sampling.

2 Engineering challenges for autonomic computing

1. Define a set of fundamental architectural principles for autonomic computing from which the
properties of self-configuration, self-maintenance, self-optimization and robustness emerge.

These principles should apply generally across multiple scales of computation from the device
level up to the enterprise and inter-enterprise level, and should serve as the basis for mechanisms
and standards that facilitate platform-independent and level-independent interactions among
autonomic elements (the constituent parts of autonomic systems).

2. Develop new languages, metaphors and translation technologies that enable humans to specify
goals and objectives to autonomic computing systems and visualize their potential effect.

The techniques must provide a sufficient degree of expressiveness of preferences, cost and
performance tradeoffs, security policies, and matters of risk and reliability, yet they must be
sufficiently structured and/or naturally suited to human psychology and cognition to keep
specification errors to an absolute minimum.

3. Develop appropriate software engineering concepts and programming tools for composing au-
tonomic elements and systems, including support for expressing and understanding goals and
strategies, and support for various aspects of relationships with other elements, especially the
establishment, monitoring and enforcement of agreements.

4. Develop methods for testing and verifying behavior of autonomic elements, including auto-
nomic testbeds and simulation environments, formal verification methods, and mechanisms
that permit new versions of software to run alongside old versions until they have established
their trustworthiness.

5. Develop a programming model and runtime architecture that facilitates proactive management
of the lifecycle of autonomic elements and their service relationship with one another.
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6. Develop robust, non-invasive, scalable approaches to monitoring and controlling the security
and performance of heterogeneous, distributed systems. Monitoring approaches may include
techniques for discovering and representing service relationships among autonomic elements,
and for correlating measurements across elements that may be under separate ownership.

7. Develop methods for expressing and integrating into autonomic elements a knowledge of local,
national, and international laws, to ensure that the elements behave legally in large-scale
autonomic systems.

3 Scientific challenges for autonomic computing

1. Define appropriate abstractions and/or models for understanding, controlling, and exploiting
emergent behavior in autonomic systems.

More specifically, establish how the autonomic properties of self-configuration, self-optimization,
and self-maintenance and robustness, as well as the stability and performance of the system
and its constituent elements, depend upon

• the behaviors, goals, and degree of adaptivity of the individual constituent elements of
the system;

• the pattern and type of interactions among them; and

• the external influences or demands placed upon the system.

2. Establish to what extent (and by what methods) a designer can induce desired system behavior
by imbedding the right local behavior and interaction rules into autonomic elements, and by
creating the right topological pattern of interactions among them.

3. Establish a theoretical foundation for understanding and performing learning and optimization
in cooperative and competitive multi-agent systems in which the individual adaptive agents
must take into account one another’s ability to adapt.

4. Establish a theoretical foundation for negotiation from the perspective of individual autonomic
elements, and from the perspective of the system as a whole. In particular,

• develop and analyze negotiation protocols and algorithms;

• determine how system behavior depends on the mixture of negotiation algorithms em-
ployed by the population of autonomic elements; and

• establish the conditions under which multilateral (as opposed to bilateral) negotiations
among elements are necessary and/or desirable in both cooperative and competitive multi-
agent systems.

5. Automate to the fullest possible extent the construction and learning of adaptive statistical
models of large networked systems that allow overall performance problems to be detected or
predicted from a stream of sensor data from individual devices.

6. Develop appropriate theories and theoretical constructs for measuring, understanding, and
proving properties of autonomic systems. These may include

• a process algebra with general primitives for initiating, monitoring, moving, killing, retry-
ing, restarting, compensating autonomic elements, and

• a general theory of tasks and services, including representation, composition/decomposition
rules, conflict graphs, and an algebra and logic of tasks.

7. Develop a theory of robustness for autonomic systems, including definitions, analyses and
relationships among robustness, optimality, diversity, and redundancy.
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