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NASA has recently increased its focus on computer science research.  “When people think of space, 
they think of rocket plumes and the Space Shuttle, but the future of space is information technology.  
We must develop a virtual presence, in space, on planets, in aircraft and spacecraft.” [Dan Goldin, May 
1996]  In the shadows of the largest wind tunnel in the world, the number one priority at the NASA 
Ames Research Center is computer science research.  
    
NASA’s increased focus has arisen out of its realization that the major technological roadblocks 
impeding the nation’s ability to perform earth and space science, and to achieve its exploration goals, 
center on computation and Artificial Intelligence.  To address many of these research challenges, the 
Intelligent Systems (IS) Program was recently established at NASA.  The IS program office first 
determined the gaps in NASA capabilities taking into account current and future science and 
exploration goals.  Based upon this “gap analysis” the program was designed to advance research 
efforts to begin addressing NASA’s future needs.  In the following, we summarize two categories of 
significant challenges facing NASA. Some of the significant goals related to these challenge areas are 
italicized below.  
 
Near Term.  Data Understanding and the Exploitation of Parallel Computing Capabilities. 
Currently, NASA is receiving two terabytes of data per day from earth observing satellites alone.  NASA 
is able to acquire and store vast amounts of data, but the amount of data is duly stressing our ability to 
analyze the data.  One can view these vast data sets as empirical data.  Scientists typically endeavor to 
reduce empirical observations to concise theories, which explain the observations. Revolutionary 
approaches that provide theory-based access to these data sets are included among NASA’s goals.  
 
A major challenge is to develop systems capable of reducing large data sets to small algorithmic units – 
identifying causal relationships  in the data sets. The resulting algorithms could be viewed as concise 
statements of the data – providing more manageable representations of the data that should lead to 
better understanding – and perhaps might be capable of reproducing the data sets.  Efforts at the Santa 
Fe Institute are investigating the relationship between theories and the amount of data the theories 
explain.  They are analyzing these relationships through an application of Kolmogorov’s Complexity 
measure, called Algorithmic Information Content (AIC).  Given a particular message string, the 
programs that will print the string and then halt are identified. The length of the shortest program is 
called the AIC of the string. One can envision a ratio where the size (i.e., number of characters) of the 
shortest program serves as the numerator and the size of the message (i.e., the number of characters 
in the program’s output) serves as the denominator.  For example, a program that computes millions of 
the digits of pi will result in a fraction close to zero.  A message that is not the product of a formula or 
algorithm will simply be a print statement in which the entire message is a literal.  In such cases, the 
ratio approaches one.  One approach to data understanding might attempt to discover ways in which 
data can be analyzed in order to identify the shortest program that can produce the data.  These 
algorithmic units, could then serve as the “theories” explaining the data, and could possibly result in 
data compression. 
 
To perform large-scale data analysis often requires high performance computing.  The NASA Ames 
Research Center has one of the largest supercomputing facilities in the world.  Efforts are underway to 
purchase and install a 2,048 node Silicon Graphics Origin Supercomputer.  Currently a 1,024 SGI 



processor system is operated.  Adding more processors alone is not enough.  People must ultimately 
be able to exploit the compute power the hardware provides.  There are at least two challenges to our 
ability to exploit these systems. First, there is typically, a point of diminishing returns when new 
processors are added: the overhead in adding nodes outweighs the performance gains. The multilevel 
parallelism (MLP) package, developed at Ames, has succeeded in managing the overhead one 
normally experiences when adding more nodes to a problem solution, resulting in near linear speed-
ups for key supercomputing applications. NASA Ames Research Center has conducted empirical 
studies, proceeding from 256 to 512 to 1,024 processor systems. Recently, SGI estimated that speed-
ups would continue to improve in systems up to 30,000 processors. Therefore, efforts to extend our 
ability to exploit more processors in terms of speed-up concerns are being addressed at places like 
Ames.  
  
An additional concern, however, continues to serve as a challenge.  Automated approaches to identify 
what parallelisms are inherent in a problem solution, in addition to current efforts that identify how to 
carry out the parallel operations, are needed.  Successes in this area will make parallel systems more 
accessible and will further advance our ability to exploit parallel architectures.  
  

Far Term.  Telepresence of Humans – Real and Virtual Presence of Humans on Distant 
Planets.   Libration points are distributed throughout our solar system. These are points where 
gravitational forces of the surrounding planets cancel each other out. There is, for example, an earth-
moon libration point and a sun-Mars libration point, connected by a stream of libration points, 
sometimes called Martin Lo paths. These “streams” are gravity-free, low energy transfer paths that 
dynamically run through space. Currently NASA is investigating the possibility of deploying way stations 
at the earth-moon and the sun-Mars libration points, and having a low-cost shuttle that will transfer 
people and supplies between them.  This approach to Mars exploration significantly lowers the risk and 
the cost of exploration, especially when compared to the current estimates for a direct earth-Mars 
transfer of people and supplies to the Martian surface.  If significant challenges to automated reasoning 
and human-centered computing are addressed, astronauts in the sun-Mars libration point may be able 
to have a deeper and richer exploration experience than they would on the surface.  A revolutionary 
combination of human-robotic reasoning capable of achieving the levels of human reasoning in a 
relatively seamless fashion is required. 

 
The most primitive form of reasoning is called Stimulus-Response reasoning.  In this form of 
reasoning, an organism is capable of processing an external stimulus and determining an appropriate 
response.  Some S-R reasoning is so primitive, that it is viewed as reflex rather than reasoning.  When 
a person touches a hot stove, he/she will instinctively pull away with little or no consideration of the 
situation. Note, however, that data analysis to determine the causal relationship between the heat 
source and pain, as well as significant control and feedback are indeed taking place whether or not we 
are aware of these actions. A more sophisticated form of reasoning is called Stimulus-Stimulus.  S-S 
reasoning occurs when an organism receives a stimulus and, in turn, produces a stimulus for another 
organism or for some tool or machine. The most sophisticated form of reasoning is called Offline 
Reasoning. One simple view of this form of reasoning is to envision humans as having a primitive brain 
that performs the S-R and S-S reasoning. This primitive brain deals with external stimuli and is 
incapable of originating thoughts that are not triggered by outside occurrences.  Now envision a more 
sophisticated brain that spends its time monitoring the behavior of the primitive brain – reflecting upon 
and analyzing situations. Observation and sophisticated analysis leading to discovery and invention is 
O-L reasoning and embodies the creative ability of humans.  Challenges to automated reasoning 
include, the need to provide robotic devices with total and complete reflexive capabilities and to push 
the envelope to provide richer stimulus-stimulus reasoning.  These capabilities are required so that 
much of the human ability to skillfully move and use tools can be safely relegated to robots deployed to 
the surface.  Many of our practiced skills with tools and with our own bodies become so reflexive, that 
performing these skilled activities does not always reach our awareness.  If we can achieve these 



abilities in robots on the surface of Mars, then fine-grained teleoperated control of the devices will not 
be necessary. This is important to the feasibility of having astronauts explore Mars from a sun-Mars 
libration space station.  Currently, it is difficult to teleoperate complex robotic systems with a 
communications time delay of more than a few seconds, based upon the current state-of-the-art in 
predictive control. There is a 7.2-light second round-trip delay from the sun-Mars libration point and the 
Martian surface. Therefore the robots on the surface will need to handle reflexive fine-grained control 
on their own. Humans, however, will be able to provide the higher levels of reasoning in an effective 
manner from the space station.  (Humans on earth will not be able to perform the same functions due to 
time delays ranging from 6 to 45 minutes roundtrip, at the speed of light between earth and Mars.)  
  
Humans will provide the high level reasoning functions. The challenges to a libration point teleoperation 
and virtual teleportation to the surface are many-fold.  The goal is for humans at the libration point to 
have a full sensory experience of being on the surface. The machines on the surface will have to 
perform flawless S-R and S-S functions, and be equipped with sensors that will provide tactile, visual, 
auditory, and olfactory signals that, when sent to the space-station will be used to directly stimulate 
these senses in the astronauts.  We are envisioning direct stimulation – e.g., we are not targeting 
simple streaming of high definition video.  Instead, we anticipate having sensors and downstream 
equipment that will directly stimulate the retina. Therefore, cognitively and perceptually the astronauts 
will be on the surface of Mars.  Their bodies, however, will be in the protected environment of the space 
station.  The information flow among the levels of reasoning will exist as a challenge.  Furthermore, the 
manner in which complexity is organized within the levels of reasoning as distributed among machines 
and humans presents a challenge. Machines will likely perform their reasoning in a manner different 
from the manner in which humans perform the reasoning. Therefore, the translations and “cognitive 
permeability” among the distributed levels of reasoning must be fully understood and seamless 
communication among the levels must be achieved.  Finally, since language is the way humans 
organize and communicate their understanding of complex phenomena, language research challenges 
abound. 
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